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Heritage(s) Digital Ecosystem Presentation
Introduction

● Heritage(s) is a project launched in 2017 by Intelligence des Patrimoines research 
program. 

● The main goal is to foster collaboration between researchers producing data from 
transdisciplinary scientific fields with a focus on cultural and natural heritage and 
facilitate knowledge dissemination.

● Heritage(s) Digital Ecosystem is :
○ a suite of digital resources, tools and services 
○ designed with researchers for researchers to meet the requirements of 

research data acquisition, publication and dissemination.
○ accessible online from a unique portal 



Heritage(s) Digital Ecosystem Presentation
Researchers Requirements

● Provide researchers with high level scientific equipment to acquire quality data without financial 
investment.

● Guide researchers through the process of submission and publication of research data on the Web, 
following a data management plan for Open Data as required by many funding organizations.

● Enhance visibility and interoperability of heritage data produced by research projects by making them 
findable, accessible, interoperable and reusable (FAIR principles) and allow cross-queries between different 
project datasets and open data flows.

● Enforce sustainability of research data by guaranteeing a secured and long-term storage in a certified data 
warehouse hosted by University of Tours/CNRS and harvesting compliance with institutional open data 
aggregation platforms.

● Disseminate new knowledge to general public through production of digital mediation applications. 
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Researchers Requirements

● Provide researchers with high level scientific equipment to acquire quality data without financial 
investment.

● Guide researchers through the process of submission and publication of research data on the Web, 
following a data management plan for Open Data as required by many funding organizations.

● Enhance visibility and interoperability of heritage data produced by research projects by making them 
findable, accessible, interoperable and reusable (FAIR principles) and allow cross-queries between 
different project datasets and open data flows.

● Enforce sustainability of research data by guaranteeing a secured and long-term storage in a certified 
data warehouse hosted by University of Tours/CNRS and harvesting compliance with institutional open 
data aggregation platforms.

● Disseminate new knowledge to general public through production of digital mediation applications. 
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Heritage(s) Digital Ecosystem Presentation
Video

Video link.

https://sharedocs.huma-num.fr/wl/?id=R4lbJB2PMadANo8s9G2dVjLqrMc9533x


Heritage(s) Digital Ecosystem Presentation
Architecture



Données Platform
Introduction to Données Platform

Données platform

Platform for research data submission, integration and publication of research data 

Target : 
● Scholars
● Socioeconomic agents
● Interested visitors

Contributors :
● Scholar Data producers



Données Platform
Data processing chain

Données  platform

Data processing chain is articulated in 5 steps :

1. Data management plan definition

2. Dataset submission

3. Dataset indexation

4. Dataset publication

5. Metadata enrichment



Données Platform
Data processing chain

Importance of Metadata
The data processing chain is based on the descriptive information that accompanies the deposited data sets: 
metadata.

Metadata 
● allow to automatically extract information about the source datasets
● allow to reconstruct the relationships between datasets. 
● help making data interoperable 
● make it easier for indexing datasets 
● give more visibility when datasets are published
● help preserving data intellectual property

To do this, a common definition and classification of metadata is necessary.



Données Platform
Data processing chain

Importance of Metadata

Common definition and classification of metadata for digital heritage research products already exists in standard 
controlled vocabularies such as :

● Metadata Schemas : Dublin Core Metadata Initiative, Data Cite Metadata Initiative, METS, ...
● Thesaurii : EuroVoc, PACTOLS, ...
● Ontologies : DataCite, CIDOC CRM, CRMgeo, FOAF, BNF-Onto, FRBROO ...

Source Dataset metadata must be mapped to these controlled vocabularies terms



Données Platform
Data processing chain

1. Data management plan (DMP) definition

DMP redaction allows data producer to provide :
● Administrative metadata on the project and research products : actors, purpose, 
● Legal metadata about the research products related to intellectual property : rights, data reuse 

licence...
● Unique identifiers (DOI) for the research products datasets in order to make them identifiable and 

findable on the Web  



Données Platform
Data processing chain

2. Dataset submission

Once DMP has been defined, submitted and validated by the legal desk of the contributor’s institution, a form invites 
the contributor to :

● load the datasets of the research products 
● add generic metadata for indexing such as : scientific domain, spatial and temporal coverage ...



Données Platform
Data processing chain



Données Platform
Data processing chain

3. Datasets indexation

When datasets are submitted, an automated indexation is run by the system. It comprises extraction and 
normalization of metadata from the DMP, submission form and datasets contents :

● Legal and generic metadata from the Data Management Plan and submission form are mapped to the 
standard metadata models : Dublin Core, DCAT, Data Cite, FOAF and BNF.

● Technical metadata from the datasets multimedia resources are mapped to multimedia formats compatible 
with the Exiftool library..

● Spatio-temporal metadata  from both the submission form and datasets multimedia resources are mapped 
to Geonames and GeoSparql.

Datasets indexation ends with generation of an XML file compiling normalized metadata of the whole project.



Données Platform
Data processing chain



Données Platform
Data processing chain

4. Dataset publication

Once datasets are indexed, they are automatically published in data catalogs of the Data platform :

● Catalog of records
● Multimedia data catalog
● Geographical data catalog

 



Données Platform
Data processing chain

4. Dataset publication

Once datasets are indexed, they are automatically published in data catalogs of the Data platform :

● Catalog of records : provides access to the records of the datasets
○ Each research product is described within a notice which compiles its generic, administrative and legal 

metadata, accompanied, if the DMP allows it, by a download link or a reference to the web page of the 
project. 

○ If the dataset contains multimedia resources, the notice includes a link to the associated resources in 
the multimedia data catalog.

○ If the dataset contains geographical informations, the notice includes a link to the associated resources 
in the geographical data catalog.

● Multimedia data catalog
● Geographical data catalog

 



Données Platform
Data processing chain

4. Dataset publication

Once datasets are indexed, they are automatically published in data catalogs of the Data platform :

● Catalog of records
● Multimedia data catalog: describes each multimedia resource (image, audio, video, or 3D model) of a 

dataset 
○ The resource is described in an notice compiling its technical metadata
○ The notice contains an online overview from a standard conversion of the resource (Jpeg, MP3, MP4 or 

GLTF) and  a link to the related research product in the Catalog of records.
○  If the DMP allows it, the notice also contains a download link of the original version of the resource.

● Geographical data catalog

 



Données Platform
Data processing chain

4. Dataset publication

Once datasets are indexed, they are automatically published in data catalogs of the Données platform :

● Catalog of records
● Multimedia data catalog
● Geographical data catalog: describes geospatial information from each natively spatialized research product

○ Geospatial information can be displayed on different base maps (dynamic or static). 
○ When data have attributes, it is possible to display them in a tooltip. 
○ These tooltips allow, when relevant, to make the gateway to the Catalog of records and Multimedia 

data catalog.



Données Platform
Data processing chain



Données Platform
Data processing chain

4. Dataset publication
 
The whole normalised metadata is also published on the Web of Data.
Thanks to the generation of RDF triples from normalized metadata, stored in the Données platform triplestore and 
whose SPARQL entry point is exposed and accessible online.



Heritage(s) Digital Ecosystem Presentation
Data processing chain

5. Metadata enrichment

To complete the automated processing of research products, a complementary step of metadata manual 
enrichment  is proposed to the contributor. 
It concerns the schemas of textual resources from the source datasets (XML, CSV, TSV, SQL, Excel etc.) and consists 
of two activities:

● alignment of schemas metadata terms to standard thesaurii terms
● mapping of textual resources schemas to the ontology of the Données platform



Heritage(s) Digital Ecosystem Presentation
Data processing chain

5. Metadata enrichment

To complete the automated processing of research products, a complementary step of metadata manual 
enrichment  is proposed to the contributor. 
It concerns the schemas of textual resources from the source datasets (XML, CSV, TSV, SQL, Excel etc.) and consists 
of two activities:

● alignment of schemas metadata terms to standard thesaurii terms: this activity makes it possible to 
create keywords which will be added to the metadata of the dataset and thus will give it more visibility when 
searching or filtering keyword datasets. It also generates semantic annotations in RDF format which will feed 
the triplestore and give more visibility to the dataset on the Web of Data.

● mapping of textual resources schemas to the ontology of the Données platform



Heritage(s) Digital Ecosystem Presentation
Data processing chain

5. Metadata enrichment

To complete the automated processing of research products, a complementary step of metadata manual 
enrichment  is proposed to the contributor. 
It concerns the schemas of textual resources from the source datasets (XML, CSV, TSV, SQL, Excel etc.) and consists 
of two activities:

● alignment of schemas metadata terms to standard thesaurii terms
● mapping of textual resources schemas to the ontology of the Données platform: this activity generates 

RDF triples describing the textual resources of the datasets that will feed the triplestore of the platform and 
thus give more precision to the datasets on the Web of Data



Heritage(s) Digital Ecosystem Presentation
Data processing chain



Données Platform Demo
Video

Video link.

https://sharedocs.huma-num.fr/wl/?id=aNSJCI0xoXjVFTzPuL7XiWNFJGCXgOBw


Conclusion

Thank you for your attention

Questions ?
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